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Abstract—The advent of low cost sensors for measuring gaze,
heart rate, EEG, and galvanic skin response have made it feasible
to cheaply collect physiological data from human operators.
However, leveraging this data for machine learning problems
requires a good multimodal fusion architecture. When dealing
with multimodal features, uncovering the correlations between
different modalities is as crucial as identifying effective unimodal
features. This paper proposes a hybrid multimodal tensor fusion
network that is effective at learning both unimodal and bimodal
dynamics for cognitive workload modeling. Our architecture
comprises two parts: (1) intra-modality for learning high-level
representations of each signal modality (2) inter-modality for
modeling bimodal interactions using a tensor fusion layer created
from the Cartesian product of modality embeddings. We compare
this architecture to the usage of a cross-modal transformer fusion
module that learns an inter-modality embedding. Experimental
results conducted on the HP Omnicept Cognitive Load Database
(HPO-CLD) show that both techniques outperform the most
commonly used techniques used for multimodal fusion of physio-
logical data and that the cross-modal transformer fusion module
is especially effective.

Index Terms—fusion architectures, workload modeling, multi-
modal learning, physiological data

I. INTRODUCTION

A key desideratum for effective human-machine teaming
is the ability to identify cognitive workload, the amount of
mental effort exerted by the human operator [1]-[3]. Rather
than relying on subjective, post-task questionnaires such as
the NASA Task Load Index [4], physiological sensors have
made it feasible to monitor human workload in real-time [5],
[6]. Unfortunately, single modality sensing solutions are more
vulnerable to external confounds such as muscle movement,
session length, and temperature [7], [8]. Multimodal machine
learning systems are robust to single modality sensor failures
but are sensitive to the multicollinearity arising from correlated
features from different modalities [9]. This paper introduces
a hybrid multimodal tensor fusion network that accurately
estimates workload in real-time from physiological data from
gaze trackers and cardiovascular monitors. Our architecture
learns a high level representation for each signal modality
and explicitly models bimodal interactions using a tensor
fusion layer created from the Cartesian product of modality
embeddings. Our ablative study demonstrates that there is a
clear benefit to learning separate pipelines for unimodal and
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Fig. 1. Multimodal fusion approaches.

multimodal interactions, despite the redundancies in represen-
tation. We demonstrate that further performance improvements
can be achieved by enforcing the learning of an inter-modality
embedding using a cross-modal transformer.

Cognitive workload can be estimated with both behavioral
and physiological signals [1]-[3]; however physiological data
can be non-invasively acquired and possesses greater domain
adaptation potential, due to lower task dependency [10]. Al-
though brain-computing sensors such as EEG, fNIRS, MEG,
and fMRI can be used to detect cognitive workload di-
rectly [7], several studies [2], [8], [11] have shown that
gaze, cardiovascular measures, and galvanic skin response
remain important data sources for workload monitoring even
when more direct neurophysiological data is available. Unlike
multimodal models developed for tasks such as audio-visual
speech recognition [12] and sentiment analysis [13] that incor-
porate computer vision and natural language data, multimodal
physiological models can not rely on pre-trained models and
large data sets due to the difficulties of generalizing biosensor
data across differently calibrated setups [8].

Figure 1 illustrates the different options for multimodal fu-
sion. In early fusion models, decision making is deferred until
after different modalities have been aggregated [14]. In late
fusion models, classification is performed on each modality
separately, and the final decision is reached by aggregating
classifier outputs using techniques such as weighting, averag-
ing, or voting [12]. Late fusion models are less vulnerable
to multicollinearity, but lose the ability to learn multimodal
feature representations. Our proposed model (shown to the far
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Fig. 2. Architecture of our proposed hybrid tensor fusion model. Two convolutional networks are used to learn separate unimodal embeddings for the gaze
and cardiovascular features. The bimodal embedding is learned directly from the original features using a tensor fusion network. These three embeddings are
jointly fused using fully connected and softmax layers to predict the cognitive workload.
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Fig. 3. Our cross-modal transformer architecture. Two convolutional networks are used to learn separate unimodal embeddings for the gaze and cardiovascular
features. A cross-modal transformer fusion module then enforces the learning of an inter-modality embedding, and the final cognitive workload prediction is

performed using fully connected and softmax layers.

right of Fig. 1) is an example of a joint fusion model that
leverages both unimodal and bimodal representation learning.

II. METHOD

A. Problem Statement

The framework of the proposed algorithm is shown in Fig.
2, and our code is publicly available at https://github.com/
shengnanh20/Hybrid_TFN_for_Workload_Modeling.  There
are three main phases in our algorithm. First, the intra-
modality embedding subnetworks take unimodal features,
including eye-tracking and cardiovascular features, as input
and produce rich unimodal embeddings. Second, the inter-
modality tensor fusion module models interactions between
bimodal inputs by utilizing a Cartesian product derived from
the modality embeddings. Finally, the cognitive load inference
subnetwork ingests both intra-modality embedding features

and inter-modality fused features as input and predicts the
subject’s cognitive load.

B. Intra-modality Embedding Subnetworks

Given feature vectors from two modalities, including the
eye-tracking features X and cardiovascular features Xy, a
1-dimensional convolutional network is used to capture the
intrinsic dynamics within each modality. Next, we incorporate
a max-pooling layer followed by a Rectified Linear Unit
(ReLU) activation layer to further enhance the unimodal rep-
resentations. Note that these models could easily be replaced
by specialized modality-specific models if available.

C. Inter-modality Embedding Subnetworks

Inspired by the multimodal tensor fusion proposed by Zadeh
et al. [13] for multimodal sentiment analysis, we incorporate



Algorithm 1 Forward Pass of the Proposed Model
1: function FORWARD(X g, X7, Xi)
2: Xg + ReLU(Convl(Xg))

Fg + MaxPool(Xg)

Xp < ReLU(Conv2(Xg))

Fy <+ MaxPool(X )

Xyt < ReLU(Conv3 (X))

Fi¢ < MaxPool(Xr)

Feat < Concatenate( F'g, Fiy, Fy, axis = 2)

Feat < FullyConnectedLayer(Feat)

10: Out + Softmax(Feat)

11: return Out

12: end function

R A

a Tensor Fusion Network into our architecture to enforce the
learning of an inter-modality embedding.

Given each input pair (Xg, Xg), an extra constant dimen-
sion with value 1 is introduced such that unimodal dynamics
can be represented within the tensor model as [Xg,1]7
and [Xpz,1]T. Then, to capture the bimodal interactions, a
differentiable outer product between these two embeddings is
conducted:

Tensor(Xg, Xg) = {XlE} ® [XlH] , (1)
where Tensor(Xg, Xp) can be used for bimodal represen-
tation and ® implies the outer product between vectors. The
fused tensor is then flattened and fed into a 1-dimensional
convolutional network to learn a high-level representation of
the inter-modality embedding. Although in this paper, we
only demonstrate the use of a bimodal tensor; the tensor
fusion network can be generalized to an arbitrary number of
dimensions assuming that there is sufficient data to fit the
parameters.

D. Cross-modal Transformer Fusion

In cases where the goal is to learn bimodal dynamics, a sin-
gle cross-attention transformer block (Figure 3) is sufficiently
powerful to learn the correlation between between pairs of
modalities. Embedding features extracted from each modality
are fed into the transformer fusion block via attention. Here
we adopt the decoder structure of transformer [15] as our
fusion module to amalgamate these features. Thus, our cross-
attention block can capture the correlations between each pair
of gaze and cardiovascular feature vectors. Given extracted
gaze features F'p and cardiovascular features Fyy, our cross-
attention fusion is defined as:

Attention(Q, K, V) = Attention(Fg, Fi, F)

FpFk
)F H
Vd
where d indicates the dimension of Fgz. This allows the cor-
relation between the eye-tracking features and cardiovascular
features to be constructed using attention computation.

= softmax(

E. Classification and Loss Function

After performing both intra-modality and inter-modality
learning, we concatenate all three feature vectors into a
unified vector representation. Subsequently, we introduce a
fully connected layer, followed by a softmax layer, to facilitate
the classification process. The complete training process is
illustrated in Algorithm 1. A cross-entropy loss function is
applied throughout the training to guide the learning process
effectively:
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CE(y*",y) == > yilog(yy*"), )
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where y; represents the ground truth for class 7, y2“¢

24t implies
the predicted probability of class ¢ obtained by the softmax

function, and NN is the total number of classes.

III. EXPERIMENTS
A. Dataset and Settings

We conducted our analysis on the HP Omnicept Cognitive
Load Database (HPO-CLD) [16]. HPO-CLD includes data
from 100 participants who performed a series of tasks that
were explicitly designed to require different levels of mental
effort (low, medium, high), to complete. Gaze tracking data
was gathered using the HTC Vive Pro-eye head-mounted dis-
play equipment, which includes eye tracking and pupillometry
capabilities. In addition, a BITalino (r)evolution wired pulse
plethysmography (PPG) sensor was utilized to measure cardiac
activities non-invasively during task execution. We selected
this dataset since it uses off the shelf sensor equipment that
can be cheaply integrated into many human-robot interaction
setups. Although the dataset only contains two sensor modal-
ities, it does not rely on subjective workload assessments and
has three times as many subjects as most cognitive workload
assessment datasets (see [3] for a literature review on data
availability).

a) Eye tracking features: Following [16], we extract gaze
features in 12.5-second windows on the data collected through
the eye tracking API, which records pupil position, pupil
diameter, gaze position, and gaze direction while participants
were engaged in cognitive load (CL) tasks. After data buffering
and normalization procedures, we extracted a total of eleven
variables to represent gaze movements. These variables in-
cluded features related to pupil diameter, blink behavior, and
saccadic eye movements.

b) Cardiovascular features: Heart activities are mea-
sured with a lightweight PPG sensor, which detects alterations
in blood flow at the specific skin location where the sensor is
positioned. Following a sequence of data filtering, decomposi-
tion, and normalization, we extract a feature set that comprises
nine distinct variables closely associated with heart rate as
a comprehensive representation of the cardiac activity being
monitored.

The dataset was randomly divided into training and testing
sets at a ratio of 4 : 1, with no overlap. Results are presented
on the testing set only. The workload modeling problem is



Fusion Method | Acc  Recall F1 AUC-ROC

Early fusion 67.5 67.7 66.7 83.9

Late fusion 63.9 64.1 62.9 81.4

Joint fusion 67.4 67.5 66.7 83.9

Proposed 69.9 70.1 69.4 84.0
TABLE T

COMPARISON BETWEEN DIFFERENT FUSION METHODS.

treated as a three class classification problem in which the
aim is to predict the task type as requiring low, medium, or
high mental effort. We trained our model for 500 iterations,
employing an initial learning rate of 0.00005 and utilizing
the Adam optimizer for the training process. Throughout the
training, a batch size of 32 is employed. All experiments were
conducted using the PyTorch framework. The source code for
our system is available upon request.

B. Evaluation Metrics

Our models were evaluated using the following commonly
used metrics: (1) Accuracy (Acc); (2) Recall; (3) F1-Score ; (4)
AUC-ROC. Specifically, accuracy represents the percentage of
correct predictions. Recall calculates the ratio of true positive
predictions to the total number of actual positive instances,
which quantifies a model’s ability to correctly identify all pos-
itive instances. F1 score is a harmonic mean of the precision
and recall. AUC-ROC is the area under the Receiver Operating
Characteristic curve, which represents the degree or measure
of separability. The best value of these three metrics is 100
(%), and O is the worst.

C. Comparison of Multimodal Fusion Methods

In this experiment, we conduct a comparison of classifica-
tion performance between our proposed model and standard
multimodal fusion approaches.

a) Early fusion: In the early fusion experiment, we first
concatenate the eye-tracking feature and heart rate feature into
a single unified feature representation. This combined feature
then is passed through a two-layer convolutional network
which performs the classification task.

b) Late fusion: In the late fusion experiment, we employ
two separate two-layer convolutional networks to indepen-
dently learn the features of the eye-tracking and heart rate
modalities. Following the feature extraction process for each
modality, we execute a weighted averaging procedure to
combine the individual decisions derived from these two inde-
pendent modality features to perform the final classification.

c) Joint fusion: In the joint fusion experiment, we utilize
two separate two-layer convolutional networks to indepen-
dently extract feature representations from the eye-tracking
and heart rate modalities. However, different from late fu-
sion, we integrate the two modalities at the feature level by
concatenating their respective features. We then apply a fully
connected layer followed by a softmax layer to derive the final
classification outcomes.

As shown in Table I, the joint fusion model surpasses both
early fusion and late fusion. This is reasonable since joint

Model Multimodal input Eye-tracking feature
Acc  Recall F1 Acc  Recall Fl1
Logistic Regression [17] 444 444 418 | 593 59.4 58.7
Naive Bayes (Gaussian) [18] 46.6 46.7 439 | 424 42.4 39.6
KNN [19] 459 459 458 | 59.9 60.1 59.0
Random Forest [20] 66.8 67.1 652 | 64.7 64.9 63.9
Proposed (Tensor Fusion Network) | 69.9 70.1 694 | 653 65.5 64.6
Proposed (Cross-Attention) 71.2 70.4 71.4 - - -
TABLE IT

COMPARISON WITH OTHER BASELINE MODELS

fusion leverages the strengths of both early and late fusion
strategies. Furthermore, our proposed hybrid fusion model
outperforms the joint fusion model by 2.5%. This illustrates
the capability of our proposed model to represent both single
modality features as well as synergistic relationships between
different modalities, thus enhancing the discriminative power
of the extracted features for workload classification. The di-
mensionality reduction properties of our architecture (e.g. max
pooling) allow it to avoid performance degradation resulting
from feature multicollinearity.

D. Comparison with Other Baseline Models

In this experiment, we compare the performance of the
proposed model to the following baseline models: (1) Logistic
Regression [17]; (2) Naive Bayes (Gaussian) [18]; (3) K-
nearest Neighbor (KNN) [19]; (4) Random Forest [20]. We
include results on relatively simple models such as logistic
regression and naive Bayes since they are commonly used in
the workload monitoring community due to their low number
of parameters, high explainability, and fast inference speed [5],
[6]. A thorough comparison is conducted with two inputs: a
multimodal joint feature and a single eye-tracking feature. As
shown in Table II, the random forest model outperforms the
other baselines. This is unsurprising since random forest is
known to be more robust to multicollinearity than regression
models or naive Bayes. Our proposed hybrid tensor fusion
network model surpasses the random forest by 3.1% and the
cross-attention network outperforms hybrid tensor fusion by
1.3%. This demonstrates that our proposed cross-attention
network is the best option for fusing bimodal data streams.

E. Ablation study

1) Fusion module: In this section, we conduct an ablation
study to investigate the contribution of each fusion component
in the proposed model. The results are presented in Table III. It
can be observed that the proposed model obtains the best per-
formance, signifying its effectiveness in leveraging both intra-
modality and inter-modality learning. When we exclusively
apply intra-modality-only or inter-modality-only learning, a
decrease in performance is observed. This establishes the
contribution of both intra-modality and inter-modality modules
within the proposed model.

2) Input feature: In order to assess the impact of each
modality on the overall performance, we conduct experi-
ments with different inputs. From Table IV we can observe
that eye-tracking features play a more important role in the
cognitive recognition task than cardiovascular features. This



Model Acc  Recall F1 AUC-ROC
Joint Fusion (Intra-modality only) 67.4 67.5 66.7 83.9
TEN (Inter-modality only) 67.1 67.2 66.3 83.1
Proposed (Intra-modality + Inter-modality) | 69.9 70.1 69.4 84.0
TABLE IIT

ABLATION STUDY ON FUSION MODULE.
Input feature Acc  Recall F1 AUC-ROC
Cardiovascular feature 433 433 432 62.5
Eye-tracking feature 63.9 64.1 62.7 81.8
Cardiovascular + Eye-tracking (Early fusion) | 67.4 67.5 66.7 83.9

TABLE
ABLATION STUDY ON INPUT FEATURES.

occurs because the cardiovascular data collected from the PPG
sensor can be noisy, particularly when the sensor lacks proper
contact or adherence to the skin. However, training with both
modalities achieves the best performance, proving the value
of both feature sets.

IV. CONCLUSION

This paper introduces two network designs for fusion mul-
timodal data: 1) a hybrid tensor fusion network and 2) a cross-
attention transformer. Even though the tensor fusion network
alone can represent unimodal embeddings, maintaining sep-
arate embeddings for each modality helps the model rapidly
learn valuable representations from a small number of data
points. Our proposed cross-attention transformer outperforms
other options for learning multimodal embeddings.

We demonstrate that our methods are accurate when using
noisy off the shelf biosensors and surpasses the most com-
monly used multimodal fusion paradigms and classifiers. The
inference speed of our models are fast enough to predict the
cognitive workload of human operators teloperating robots. Al-
though our primary interest is workload modeling, we believe
that the same approach can generalize to inferring affective
states such as emotional stress [21] or mental fatigue [22].
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